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With the amount textual data available to researchers rapidly increasing, the 
Humanities and Social Sciences have to deal with new challenges in utilizing 
these large quantities of texts. For several decades, Digital Humanities have 
offered a multitude of tools for computer-assisted or -driven research. This 
article will explore how distant reading approaches in general and topic mod-
eling in particular can be utilized in discourse analysis. It will present theo-
ries and methods that work well together and can be applied to different 
research projects, using a combination of Structural Topic Modeling, devel-
oped by Roberts, Stewart and Tingley (2018) and Siegfried Jäger’s Critical 
Discourse Analysis approach as an example. 

Keywords: distant reading; textual statistics; topic modeling; discourse; criti-
cal discourse analysis 

Contemporary scholars have access to vast amounts of textual data rang-
ing from corpora of governmental reports to digital newspaper archives 
and the incredible amount of text written daily on social media like 
Twitter. These amounts of content pose new and important challenges 
to researchers (Lucas et al. 2015, 2), that in most cases are not yet com-
pletely understood by the research community, since the grand scale of 
this data is a relatively new development. In this context, some estimates 
even claim that 90% of the data existing in 2012 did not exist two years 
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before that (Sharma et al. 2014, 139). While organizations like JSTOR 
offer access to huge digital libraries, a simple keyword search of such a 
collection of documents is often not enough for more specific research 
questions. This is due to the fact that the researcher can only read a lim-
ited amount of text in a close reading approach and such an approach 
prevents a more structured search through document corpora ranging up 
towards tens or even hundreds of thousands of documents due to the 
sheer amount of words to be read (Blei & Lafferty 2009, 71). Even if just 
a relatively small amount of the available textual data is relevant to re-
searchers, different corpora need specific approaches to identify and deal 
with issues of interest in different languages and different topics (Lucas et 
al. 2015, 21). 

As such, the question posed by David Mimno, “How, if at all, should 
the work of humanistic scholarship adapt to the presence of orders of 
magnitude more potential source material?” (Mimno 2012a, 1), is still 
vital for the future of the humanities. Clearly, the abilities of computers 
in text mining, information retrieval and statistical analysis offer chances 
to complement traditional humanistic scholarship. At the same time, 
computer programs make it possible to ask new and extended research 
questions and gain additional insights into discourse and human behav-
ior on a much larger, collective scale (Lazer et al. 2009, 722). With a 
broader foundation of data, insights that could previously only be ap-
proximated or deducted from case examples can come into the focus of 
modern research (King 2009, 92). These new ways to deal with large 
amounts of data have already been implemented in fields like biology 
and physics. However, the implementation of computer-driven ap-
proaches has been much slower in the humanities and social sciences 
(Lazer et al. 2009, 721). 

The main problem with traditional approaches of close reading, espe-
cially in the study of political, social or historical discourse, is their un-
scalability. The amount of textual data available cannot possibly be 
explored by a single researcher and even if it were possible, important 
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details would be lost, since the researcher’s attention could only be  
directed at a small amount of the available texts (Chuang et al. 2015, 
176). As an alternative, literary scholar Franco Moretti has developed the 
concept of distant reading, stating: “It allows you to focus on units that 
are much smaller or much larger than the text: devices, themes, tropes—
or genres and systems” (Moretti 2002, 57-58). Others have coined the 
term “surface reading” in contrast to “symptomatic reading”, which fo-
cuses only on specific texts or examples within a much larger corpus (Er-
lin & Tatlock 2014, 2). Especially, the study of discourse often stays in 
the realm of symptomatic reading, looking at example texts and case 
studies to reach conclusions about much larger issues. 

Computational text analysis first started in 1949 with Italian Jesuit 
priest Roberto Busa’s Index Thomisticus, an index verborum of Thomas 
Aquinas’ writings. The first volume was published in 1974 (Busa 1980). 
While prior to the 1960s humanities computing was focusing only on 
the sentence layer of texts, first approaches towards the text as a complete 
linguistic entity became more common in the 60s (Stede 2007, 19). By 
now, automated text analysis is applied in a multitude of research fields 
including Geo- und Sociolinguistics (e.g. Nerbonne 2009; Eisenstein et 
al. 2010; O’Connor et al. 2010), Political Science (e.g. King & Lowe 
2003; Shellman 2008; Grimmer 2010; Quinn et al. 2010; Black et al. 
2011; Metaxas, Eni & Gayo-Avello 2011; Stephens-Davidowitz & Seth 
2012), History and Historical Linguistics (e.g. Horton et al. 2009; Bam-
man & Crane 2011), Social Psychology (e.g. Tausczik, Yla & Pennebaker 
2009; Golder & Macy 2011), Economics, Finance and Management 
(e.g. Das, Sanjiv & Chen 2007; Tetlock 2007; Askitas & Zimmermann 
2009; Joshi et al. 2010; Loughran & McDonald 2011), and Literary 
Studies (e.g. Holmes 1998; Argamon et al. 2009; Craig & Kinney 2009). 

However, modern computer science has developed models that go far 
beyond simple exploratory or text mining approaches. Latent variable 
models are able to even uncover “interpretable, low-dimensional sub-
spaces” (Mimno et al. 2011, 262). These statistical models are able to 
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represent the complexity of large document collections based on their 
topical structures (Mcaufliffe & Blei 2008, 121). One of the most com-
mon approaches in this field is called topic modeling. 

While the ultimate potential of topic modeling is still being explored 
(Daoud & Kohl 2016, 7), it has already been applied to a number of 
different research questions. These include an analysis of all editions of 
Science from 1990 to 1999 (Blei & Lafferty 2007), the prediction of 
U.S. Supreme Court decisions (Mimno 2012b, 84), topical structures in 
New York Times articles (Ibid., 88-89) issues of the State of the Union 
addresses (Ibid., 91-93), psychological accounts of linguistic processing 
and semantic memory (Griffiths, Steyvers & Tenenbaum 2007, 237), 
scholarly discourse in Literary Studies (Goldstone & Underwood 2014), 
the influence of Darwin on Nordic writers (Tangherlini & Leonard 
2013, 735-736) folkloric topics in Nordic literature (Ibid., 742), data 
mining in JSTOR articles (Mimno 2012a), ideology in Economics pa-
pers (Jelveh, Kogut & Naidu 2014), structures of political information in 
Russia (Baturo & Mikhaylov 2013), anti-Americanism on Arabic Twitter 
(Jamal et al. 2015), opposition in British House of Commons debates 
(Eggers & Spirling 2014), censorship in China (King, Pan & Roberts 
2013), U.S. national security strategies (Mohr et al. 2013), scholarly cor-
respondences in the 17th century (Wittek & Ravenek 2011), and the 
recommendation engine of the New York Times, which is based on a 
topic modeling algorithm (Spangher 2015). 

Looking at the different research areas, it should become clear that a 
topic modeling approach can be adequately used in political, social and 
historical research, as has been pointed out by Andrew Goldstone and 
Ted Underwood (2014), Jonathan Slapin and Sven-Oliver Proksch 
(2009), Amr Ahmed and Eric Xing (2010), Bonnie Webber and Joshi 
Aravind (2012), Justin Grimmer and Brandon Stewart (2013), as well as 
Paul DiMaggio, Manish Nag and David Blei (2013). 

To expand on this, this paper will review some papers in which topic 
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modeling has been used to study discourse in order to present a theoreti-
cal combination of the approaches of topic modeling and discourse  
analysis. First, it will lay out the technical and statistical foundation of 
topic modeling. This will be exemplified with the Structural Topic Mod-
el (STM), developed by Molly Roberts, Brandon Stewart and Dustin 
Tingley, which offers deeper possibilities for the discourse analyst. Fur-
thermore, it will suggest that specific aspects of discourse can be investi-
gated with the aid of statistical topic modeling, mainly drawing from the 
concept of discourse strands in Siegfried Jäger’s approach to CDA. 

Topic Modeling As a Tool for Text Analysis 
With the increasing need to analyze large textual corpora, the application 
of hierarchical statistical models on topics has gathered growing interest 
in recent years. Latent variable models assume that a set of complex data 
indeed shows simpler patterns not visible at first glance (Blei 2014, 204). 
However, these underlying structures of topics or ideas are not easily 
discovered by a close reading approach, especially when dealing with 
large corpora. Thus, automated methods for exploring and browsing 
these document structures have to be implemented (Blei & Lafferty 
2009, 71). 

Topic models are “probabilistic models for uncovering the underlying 
semantic structure of a document collection based on a hierarchical 
Bayesian analysis of the original texts” based on Latent Dirichlet Alloca-
tion (LDA) (Ibid., 71). They assume that the hidden structure of a cor-
pus can be observed in the distribution of topics across the documents 
(Blei 2012, 79). In that sense, they mainly uncover patterns of word use 
across a corpus of documents without having any prior knowledge of 
these discovered semantic structures (Blei & Lafferty 2009, 72). It should 
be noted, that topic modeling as a term was retroactively applied, alt-
hough it fits the intuitive assumption that documents exhibit a number 
of different topics (Blei 2012, 78). In simple technical terms a topic 
model “uses a small number of distributions over a vocabulary to  
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describe a document collection” (Lafferty & Blei 2006, 148); the inferred 
semantic distributions can then be organized and analyzed by the  
researcher as corresponding to the underlying topics in the corpus 
(Mimno 2011, 1). 

Topics are defined as distinct semantically associated co-occurrences 
of words (Wallach, Mimno & McCallum 2009, 1981). They represent 
topical structures of content, are presented in relative frequency to the 
whole topical structure of the corpus, and can be helpful in observing the 
underlying semantic texture of large textual corpora, which are usually 
unstructured, especially with regards to topical content (Roberts, Stewart 
& Tingley 2016). It is important to note that the model is based on the 
assumption that the topics exist before the text and topics themselves 
generate the content of documents (Blei 2012, 78). Thus, topic model-
ing, being an unsupervised method, infers the content of the topics from 
the textual data without any prior input by the researcher (Roberts et al. 
2014, 1066). This does not mean that no prior choices have to be made. 
Assumptions like the number of generated topics are an important part 
of the process and have to be made explicit as the method parameters, 
which can vary for to different research questions and/or corpora (Gold-
stone & Underwood 2014). 

In its mathematical sense, LDA, the most common topic modeling 
algorithm, defines topics as “a distribution over a fixed vocabulary of 
terms” (Blei & Lafferty 2009, 72). Usually each document is treated as a 
vector of word frequencies, meaning word order is ignored. This is called 
the ‘bag-of-words’ approach, where K topics with a multinomial distri-
bution over V words are associated with a corpus of documents and the 
individual documents exhibit these topics with different proportions 
(Blei & Laffery 2009, 72-73). A corpus of newspaper articles, for exam-
ple, might reveal topic vectors interpretable as politics, sports, culture, 
crime, etc., and a particular article could be described as exhibiting these 
topics in different proportions (for example the topics of politics and 
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crime in an article about government corruption). Through the applica-
tion of mixed-membership models each topic can be assigned to multiple 
documents and each document can exhibit multiple topics (Blei 2014, 
211-212). 

Aside from extracting topical structures from textual corpora, topic 
models can also be used for a number of further tasks including distribu-
tional semantics, word sense induction, information retrieval, classifica-
tion, prediction and collaborative filtering (Mimno 2011; Stevens et al. 
2012).  

Topic models can function as a useful approach to text analysis in the 
social sciences and humanities in general as well as discourse analysis in 
particular, because they usually offer understandable and feasible read-
ings of corpora and texts (Mohr & Bogdanov 2013, 546). The main 
strengths of this approach are the abandonment of prior annotations for 
an unsupervised model (Hu et al. 2014, 424), the resulting possibility to 
study much larger corpora (Genovese 2015, 4), the possibility to study 
research issues “through a macroscopic lens” (Mohr & Bogdanov 2013, 
561) and the ability for each document to be linked with multiple topics 
in order to represent the thematic combinations in different documents 
(Rosen-Zvi et al. 2010, 3-4). In a way, topic modeling allows the re-
searcher to “work backward” (Erlin 2014, 59). If texts are assembled 
from prior topical contents, the algorithm allows these contents of the 
original topical distribution that informed the investigated corpus to 
become visible (Graham, Milligan & Weingart 2016, 113). 

Topic modeling has, however, not remained without criticism from 
humanities researchers. Indeed, a poorly implemented topic modeling 
approach will at best be unsurprising or at worst unhelpful if not plain 
uninterpretable (Schmidt 2012), and all methods of automatic content 
analysis should be validated by close reading and comparisons of compet-
ing models (Grimmer & Stewart 2013). Lastly, one gap remains in most 
of the ‘classical’ approaches towards topic modeling. The models do not 
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include document metadata and thus are unable to represent the  
distributions of topics across different covariates like time, actors or genre 
(Mimno 2012b, 4).  

 
Expanding on Topic Models: Structural Topic Modeling 
Usually text documents come with several instances of additional data 
like authors, titles, dates or subjects. This metadata can be used to make 
further inferences about the documents. In the case of a corpus, one has 
to distinguish between two different types of metadata: document 
metadata and collection metadata. While the former refers to data that is 
specific to a document, like classification into genre, author or date of 
publication, the latter signifies data that describe the corpus as a whole 
and is not specific to single documents, like the date of the corpus crea-
tion (Feinerer, Hornik & Meyer 2008, 8). 

Especially, document metadata is of interest for topic modeling ap-
proaches, and extensions to topic modeling packages that take into ac-
count the accompanying metadata in order to discover patterns 
associated to the metadata have been a staple of topic modeling devel-
opment for years (Mimno & McCallum 2008). The goal of these exten-
sions of topic modeling is the discovery of associations between text and 
metadata and the identification of underlying patterns of text collections 
(Mimno 2012b, 98). 

Two of the more basic models to investigate corpora with the use of 
the metadata are the author-topic model and topics-over-time. The au-
thor-topic model, for example the one developed by Rosen-Zvi, Steyvers 
and Smyth (2004), assigns topics to specific authors and thus can be used 
to analyze the topical foci of text creators and offers conclusions about 
the connections between authors and topics (Blei 2012, 83). The topics-
over-time algorithm associates topics with distributions over timestamps 
and is able to represent the rise and fall of topics in a diachronic perspec-
tive (Wang & McCallum 2006, 424-425). A more general application 
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can found in the Dynamic Topic Model. While common LDA assumes 
that documents are generally interchangeable, this is not the case when 
using metadata. The Dynamic Topic Model slices the documents based 
on metadata (e.g. year) and models topic proportions according to these 
slices (Blei & Lafferty 2009, 84).  

The Structural Topic Model (STM), a package in R developed by 
Molly Roberts, Brandon Stewart and Dustin Tingley and an extension of 
the models described above, offers a more adjustable way to plot the rela-
tionship between topics and metadata. Possible associations with metada-
ta include the place of text origin, the author, characteristics of the 
author, date of origin as well as genre. At the same time, STM can esti-
mate correlations between topics (i.e. what topics are closely associated 
with one another) and can create graphical depictions of these correla-
tions. It offers “a range of features from model selection to extensive plot-
ting and visualization options” (Roberts, Stewart & Tingley 2018, 1). 
Because of the general applicability of STM, the amount of papers using 
the model and the number of different functions included in the pack-
age, the STM shall serve as an exemplary inclusion of document metada-
ta in a topic model for the sake of the arguments presented in this paper. 

STM was specifically developed with the idea in mind that the con-
tents of texts (or the underlying discourse) changes over time; a fact that 
common LDA applications usually ignore and thus cannot account for 
changes in language or terminology (Riddell 2014, 108). Based on LDA 
and the Correlated Topic Model, STM set out to offer a flexible way to 
analyze the relationship of metadata to texts and topics (Roberts, Stewart 
& Tingley 2018, 1). Applications include the analysis of Arabic fatwas 
and Arabic as well as Chinese social media responses to the events sur-
rounding Edward Snowden (Lucas et al. 2015), American political blogs 
during the 2008 presidential election (Roberts et al. 2016), debates about 
organ donation on Facebook (Bail 2016), politics in papal encyclicals 
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(Genovese 2015), ideological discussions about climate change (Farrell 
2016), as well as the uncovering of constitutional archetypes (Law 2016). 

The two main points of analysis for the STM are topical prevalence or 
topical content (Roberts et al. 2013, 1-2). Topical prevalence represents 
the frequency with that a topic is discussed (i.e. was a topic more preva-
lent in the parliamentary debates of a specific year or does a newspaper 
write more about a specific topic than another), while topical content 
allows for the observation of how a particular topic is discussed (i.e. does 
a superior talk differently to his customers than his employees or does a 
newspaper write differently about a topic than another) (Roberts, Stewart 
& Tingley 2018, 7). The inclusion of these analysis aspects allows for an 
encompassing analysis of political, social and/or historical discourse, 
which is important, since researchers are more interested in the way ob-
servable covariates affect the content of a document or corpus than what 
the corpus is generally about. STM offers a flexible way of plotting these 
relationships that scales well with different sizes of document collections 
(Roberts, Stewart & Airoldi 2016, 2).  

 
The Analysis of Discourse 
How then can the approach of STM be applied in order to undertake a 
structured analysis of discourse? To answer this question, one must first 
discuss what discourse actually means. This paper will, on a fundamental 
level, work with a basic definition of discourse, based on the assumption 
that rules exist, which inform what can and what cannot be said in a 
specific circumstance. Taking into account that rules about what can be 
said give order to social structure, this approach also sees discourse as the 
basis for what can be thought and what can be done, which puts dis-
course in the center of all analyses involving human acts (Landwehr 
2006, 107-108). If this is true, discourse analysis provides a useful tool 
for answering questions of humanities research, such as history, cultural 
studies and sociology, because these disciplines all involve human  
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behavior and language and aim to answer questions about social rela-
tions, processes of identification as well as social and political decision-
making (Johnstone 2002, 7). As such, most approaches to discourse 
analysis “aim to provide a better understanding of socio-cultural aspects 
of texts, via socially situated accounts of texts” (Kress 1990, 84). Espe-
cially in the last decades, this approach to discourse analysis, which views 
discourse as a social and historical phenomenon and looks at the rules 
that produce social and historical knowledge, became increasingly popu-
lar (Landwehr 2006, 111). 

The foundation for these assumptions lies in the linguistic turn of the 
1960s, where the epistemological position that language plays an im-
portant role not only for the understanding of realities but also, through 
conventions of characterization and language, for the constitution how 
realities itself is perceived was first popularized (Sarasin 2003, 11-12).  

Discourse analysis is a method to investigate texts and their commu-
nicative foundation. Since texts usually have a discursive function in the 
shaping of social, cultural and historical realities it is an important part of 
discourse analysis to present this function in a stringent fashion and 
achieve insights about the political and social applications of discourse 
(Chimombo & Roseberry 1998, ix-x). While most discourse analysts cite 
the discourse notions of scholars like Foucault, Habermas, Laclau or 
Luhmann (Wodak & Meyer 2009, 2-3), their theories often become a 
backdrop for more practical applications of discourse analysis. Instead of 
looking at discourse as one overarching set of rules that governs society, 
these applications use discourse as a count noun and look at how sets of 
discourses and ideas within a specific field “influence [each other] and are 
influenced” by each other, creating “conventionalized sets” of language 
within the field, which can be analyzed for a deeper understanding of 
how an issue is constructed and discussed through statements (Parker 
1992, 5; Johnstone 2002, 3).  
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The methods and theories presented in this paper focus on a particu-
lar style of Discourse Analysis: Critical Discourse Analysis (CDA). CDA 
is based on the general assumption that discourses do not just represent 
social realities, but instead have a life on their own, because the discursive 
actors change and shape social realities through their discursive acts and 
statements (Jäger 2012, 33-35). Thus, “CDA sees discourse – language 
use in speech and writing – as a form of social practice” (Fairclough & 
Wodak 1997, 258). The goal of CDA is determining the “atoms of dis-
course”, that define the conventionalized way to talk about an issue, 
meaning: what can be said and thought in specific circumstances (Jäger 
2012, 8-12). CDA was first developed by a group of scholars in the early 
1990s (Wodak & Meyer 2009, 3). Since then, several branches of CDA 
have been developed. Among the most famous are Norman Fairclough’s 
Dialectical-Relational Approach, the Theo van Leeuwen’s Social Actors 
Approach, the Ruth Wodak’s Discourse-Historical Approach, Teun van 
Dijk’s Sociocognitive Approach as well as the CDA branch of the Duis-
burg School led by Siegfried Jäger, which will form the foundation of the 
theoretical developments of this paper. 

This branch of CDA utilizes a set of terms, which form a consistent 
theory of discourse. First, there are ‘fragments of discourse’ which are 
thematically homogenous parts of texts (Jäger & Zimmermann 2010, 
39). Usually a text consists of several fragments of discourse; this is called 
‘discourse entanglement’ (Jäger 2012, 87). On the next layer one can 
find ‘discourse strands’, defined as thematically consistent trends of dis-
course, which regularly appear in an overall societal discourse. These 
topics/themes usually exhibit a number of smaller topics themselves 
and/or are composed of different fragments discourse. Such formations 
of discourse can be used in both synchronic and diachronic analyses of 
the underlying discursive structures (Ibid., 80-81). Other discourse ana-
lysts have utilized similar concepts, using the term ‘topos’ to describe 
patterns of argumentation that come up in similar ways in different texts 
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and are connected in their goal of construing similar issues (Bernard 
2009, 32). These thematic strands are often defined by the ‘discursive 
position’ of the speaking subject, person, group or medium. The  
discursive position can be seen as the space from which utterances in 
discourse are made, which itself is shaped by the diverse discourse in 
which the subject is entangled (Jäger 1996, 47). This is followed by ‘lay-
ers of discourse’, the social realities from which subjects engage with the 
overall discourse. They inform discursive positions as well as discourse 
strands (Jäger & Zimmermann 2010, 38). 

Jäger also utilizes the terms ‘discourse community‘, groups which have 
relatively homogenous beliefs, ideologies or ‘discursive positions’, ‘discur-
sive knots’, entanglements between different discourse strands, as well as 
‘discursive context’, which is important to understand the diachronic and 
synchronic qualities of a specific discourse strand (Ibid., 40-42). Other 
approaches have also used the term ‘leading words’ (German: ‘Leitvoka-
beln’), which are terms that represent specific aspects of discourse, play 
an important role within the discursive structure and show relationships 
within a pattern of entanglement (Busse & Teubert 1994, 22). 

An important aspect of CDA can also be found in the “intertextual 
and interdiscursive relationships between utterances, texts, genres and 
discourses” (Bhatia 2006, 178). Intertextuality describes the linkings 
between different texts, both in a synchronic and diachronic measure, 
and is used to analyze the transfer of arguments, topoi and topics be-
tween texts (Ibid.). Interdiscursivity, on the other hand, means that dis-
courses are connected with each other and that a discourse on a specific 
topic can also refer to topics from other discourses (Reisigl & Wodak 
2009, 90). In fact, according to CDA, all texts are multidiscursive, since 
they can refer to a range of topics, discourses and fields of knowledge 
(Mogashoa 2014, 108). 

All of this is especially important, since discourses are closely entan-
gled with each other. Jäger calls this discursive “Gewimmel” (loosely 
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translated as ‘milling mass’). Untangling this mass is the task of discourse 
analysis (Jäger & Zimmermann 2010, 15-16). The concepts outlined 
above can be used to structure this milling mass. However, it should be 
noted that the applications of all of these concepts for discourse analysis 
function as specific tools in CDA. Jäger himself has defined CDA as a 
‘tool box’, from which concepts and approaches can be plucked accord-
ing to the analytic needs, meaning that not all of these concepts have to 
be utilized in every analysis (Jäger 2012, 8). As for all analyses of social 
communication, even though the goal is the analysis of how social truths 
are constructed, hermeneutic limitations apply. Thus, it should also be 
noted that, “THE RIGHT interpretation does not exist; a hermeneutic 
approach is necessary. Interpretations can be more or less plausible or 
adequate, but they cannot be true” (Wodak & Ludwig 1999, 13). 

 
Topic Modeling and Discourse Analysis  
According to Siegfried Jäger, the general goal of discourse analysis is the 
analysis of a discourse strand or several entangled discourse strands in 
diachronic and synchronic perspective. He points out that discourse 
strands are put together from several discourse fragments, which he lik-
ens to Foucault’s utterances in the Archaeology of Knowledge and which 
signify different topics or themes (Jäger 1999, 136-137). To analyze 
these topics it is important to note that discourses in their grand sense 
usually cannot be found. What the researcher is working with are rather 
pieces of discourse (Parker 1992, 6). While such individual pieces are 
surely informative, they are not as meaningful as a grand picture of the 
structures of discourse. In such a case, statistical topic modeling can be 
used to identify clustered groups of words that signify overall semantic 
structures in discourse (Mimno 2012a, 6).  

In discourse analysis grand-scale analyses of texts have long been an 
important research field. As CDA analyst Teun van Dijk points out: “I 
often advocate beginning Critical Analysis with an analysis of semantic 
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macrostructures, that is with a study of global meanings, topics or 
themes. These are what discourses are (globally) about” (van Dijk 2009, 
68). While not utilizing computational approaches, he still stresses that 
topics or themes represent significant textual macrostructures, because 
they influence other discursive structures such as the global coherence of 
discourse and have the most effect on the discourse participants.  

Another discourse analyst, Achim Landwehr, emphasizes the im-
portance of identifying the narrative patterns or the macrostructures of a 
text corpus in a first step of discourse analysis. For Landwehr the most 
important signifier of these macrostructures are the topics of a text 
(Landwehr 2001, 114-115), because regularly repeated statements about 
a topic can be used to ascertain the focal points of how the topic is dis-
cussed (Keller 2006, 54). Although also not working with digital meth-
ods, he points out the possibility of a quantitative approach to identify 
these patterns (Landwehr 2001, 116). CDA analyst Norman Fairclough 
also stresses that what is ‘experienced’ from a text or utterance is usually 
referred to as the topic (Fairclough 2007, 133).  

If the researchers view topics as “semantic macropositions”, discourse 
can generally be about any topic, although it may show preferred topics 
that are expressed as pivotal discourse points or strands. These topics will 
also allude to other topics, since discourses are usually not only about a 
single topic. For example an argument about immigration policies will 
often not only deal with politics, but also with issues of minorities (van 
Dijk 1997, 25-26). Both the general topic proportions of topic modeling 
(e.g. which topics are discussed the most) and the term proportions with-
in topics (e.g. which words are used the most within a specific topic) can 
be used to analyze these topical structures or semantic macropositions. 
Following the positions outlined above, a computational analysis of the 
thematic structures in a corpus can also be helpful to analyze ideologies 
or shared sets of beliefs (Ahmed & Xing 2010, 1140). 
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This possibility is of great value for discourse analysts of every research 
field. Not only does it offer the possibility to analyze of much larger text 
corpora, but it also eliminates the error-prone need for humans in the 
process of indexing and prevents the researchers from applying “their 
own preconceived identification of topics” (Newman & Block 2006, 
766). While topic modeling is not infallible and certainly cannot fully 
explain social causation, it helps to avoid simple causal explanations by 
offering a larger context and creating a more nuanced account across 
multiple facets of the issue at hand. In a best-case scenario, topic model-
ing is even capable of breaking apart preconceived positions by revealing 
new and exciting topical structures latent in the texts (Goldstone & Un-
derwood 2014). 

However, it should be noted that the topic is not completely congru-
ent with the whole materiality of discourse. Topic Modeling can offer 
valuable insights into topical structures and patterns, but it is not capable 
of making deep linguistic analyses or identifying blank spaces in dis-
course (Haslinger 2006, 41). Like Critical Discourse Analysis, computa-
tional analysis of text corpora should indeed be treated as a tool box 
which is valuable for some research questions, but cannot be universally 
applied to all research and is certainly not a silver bullet for answering 
complicated research questions. 

Similarly, the choice of model is important, because different models 
offer different approaches and different results (Blei & Lafferty 2009, 
82). 

When an author describes events, entities and ideas, they are ex-
pressed as topics in the sense of topic modeling (Mimno 2012b, 4). 
Thus, a topic model is able to assist in analyses of semantic representa-
tions of content (Griffiths, Steyvers & Tenenbaum 2007, 212). Since the 
analysis of discourse strands is, according to Siegfried Jäger, mostly about 
analyzing thematically consistent trends of discourse, which regularly 
appear in an overall societal discourse, it seems likely that, based on the 
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theoretical assumptions of statistical modeling, topic models can provide 
useful insights into the structures and entanglements of discourse strands. 
While this will typically be done through the analysis of central words 
and statements, the topics of topic modeling also show co-occurring 
words as context which can be used to improve the analytical approach 
and resolve ambiguity (Marshall 2013, 708). Likewise, topic modeling is 
also able to assess latent positions and arguments which underlie dis-
course but are difficult to grasp in a close reading approach (Slapin & 
Proksch 2008, 706). Since discourse strands are primarily defined 
through their thematic component, they show a close resemblance to the 
theoretical description of the topics of topic modeling. If that is the case, 
topic modeling is able to show the consistency (or inconsistency) of these 
thematic strands and offers insights into the internal semantic structures 
of discourse strands. Jäger points out that the analysis of thematic dis-
course strands is used to show the general contents and arguments of a 
discourse as a common denominator with regards to content (Jäger & 
Zimmermann 2010, 29-30). Since topic modeling was primarily devel-
oped to offer insights into thematic patterns, which suggest that it could 
complement a CDA approach in a valuable way. 

Models that include document metadata, such as those that can be 
created by the ‘stm’ package offer additional insights into the structure of 
a corpus. It is almost a platitude that issues, arguments and topics rise 
and fall in history (Griffiths & Steyvers 2004, 5232), often in accordance 
with specific (discursive) events. Understanding these diachronic dynam-
ics is made possible through the analysis of topical prevalence across a 
temporal covariate offered in topic modeling. Describing the changes of 
topical prevalence over time thus can offer insights into the diachronic 
layer of discourse strands, since discourse strands appear in accordance 
with discursive events and longer periods of time have to be included in 
the analysis of discourse strands, “in order to identify the changes, rup-
tures, ebbing and recurrences of a discourse strand” (Jäger & Maier 
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2009, 51). This means that topic modeling can be used to uncover 
chronological trends in topical structures (Goldstone & Underwood 
2014). Spikes in topic proportions are interesting research results, which, 
with sufficient contextual knowledge, can yield insights into the  
influence of discursive events on overall discourse (Miller 2013, 643). 
Additionally, the topical content approach can also yield results about 
shifts in vocabulary use when dealing with a specific topic in different 
time periods (Hall, Jurafsky & Manning 2008, 363), offering additional 
insights into the diachronic changes of a discourse strand. 

With respect to synchronic analysis, an actor-centered approach can 
offer interesting results. Researching “the trajectories of individual au-
thors across […] topics” (Anderson, McFarland & Jurafsky 2012, 13) is 
made possible by using an actor covariate in a topic model. This can lead 
to insights into thematic foci of different actors (topical prevalence) and 
different use of vocabulary (topical content). The latter can be used to 
investigate contention between actors in specific discourse strands, be-
cause ideology is often expressed through the use of different terms 
(Schäffner 1996, 2). Combining this with a diachronic analysis can lead 
to results about turning points in discursive contention (Anderson, 
McFarland & Jurafsky 2012, 13). 

Intertextuality in CDA means that “texts are linked to other texts, 
both in the past and in the present” (Reisigl & Wodak 2009, 90). Ac-
cording to CDA, these connections are represented in a multitude of 
ways. While actors are certainly important for the connectivity between 
different texts, the focal point of intertextuality is the reference to a topic 
or an argument and may thus be able to be expressed by a topic model-
ing approach since different texts are weighed by topic proportions in the 
model. This could also yield insights into interdiscursivity by looking at 
the different topics appearing together across several documents, because 
the links between discourses are “primarily topic-related” (Reisigl & 
Wodak 2009, 90). On a qualitative layer, this could be verified by the 
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production of example texts with high proportions of a specific topic by 
the model (Roberts, Stewart & Tingley n.d., 10-11).  

Looking at the possibilities of Structural Topic Modeling, they sug-
gest that those can be used to identify and analyze discourse strands, 
which are “made up of discourse fragments of the same topics” (Jäger 
2012, 80), albeit in a very different scope than the qualitative and close 
approach by Siegfried Jäger.  

 
The Importance of Close Reading 
Topic modeling certainly offers a new and promising approach to text 
analysis. However, it is still starting out and a lot of approaches are still 
in development (Jacobi, van Atteveldt & Welbers 2016, 89). Critics have 
pointed out that topic modeling fails at including syntax and context 
into its algorithms, which sometimes can ignore the ambiguity of differ-
ent sentiments in a purely vocabulary-based approach (Slapin & Proksch 
2009, 324), although the general topic is, of course, still extracted by the 
algorithm.  

Likewise, criticism has been leveled at the quality of topic modeling 
results. Indeed, topic modeling can sometimes yield mixed results. Top-
ics are usually considered ‘good’, if their terms can be understood as se-
mantically coherent, which might not be the case for every topic (Mimno 
& Blei 2011, 262-264). This is especially the case with topics comprised 
of generic terms. However, two answers can be given towards this criti-
cism. The first is expressed in David Blei’s crucial question: “Is my model 
good enough in the ways that matter?” (Blei 2014, 226). Even if a model 
expresses some uninterpretable topics, it can still be of use in answering 
the research question and the ‘good’ topics can still adequately express 
the topical structure of a corpus.  

The future of topic modeling also “lies in close collaborations between 
domain experts and modelers” (Ibid., 205) and the automated analysis of 
topic modeling does not free the researchers from their own  
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interpretative effort and a hermeneutic methodology (Goldstone & Un-
derwood 2014). Indeed, results of quantitative text analysis will always 
need to be verified in a qualitative approach. This is the case for both the 
internal coherence of the topics and their congruence with the modeled 
texts and no topic modeling approach will ever replace a careful qualita-
tive reading of texts. “Rather, the methods that we profile here are best 
thought of as amplifying and augmenting careful reading and thoughtful 
analysis.” (Grimmer & Stewart 2013, 268). Close and distant reading 
should not be seen as opposing ways of analysis (Mimno 2012a, 17). The 
challenge for topic modeling users is how to best identify the optimal 
way to combine human close reading and automated distant reading in 
gainful analysis (Grimmer & Stewart 2013, 270). 

Good contextual knowledge will both be needed for a sensible inter-
pretation of the proportional topics list as well as for understanding the 
generated lists of words in the context of the research issue at hand (Mil-
ler 2013, 644). Without contextual knowledge, topic modeling results 
will often be uninterpretable. Likewise, a close reading of example texts 
to further look at the structures of the discourse in question will be una-
voidable. In this way, a qualitative discourse analysis of the investigated 
discourse strand becomes possible and offers opportunities to perform 
‘classical’ (Critical) Discourse Analysis to complement the computational 
approach of topic modeling. 

 
Conclusion 
While certainly only the surface of the vast possibilities topic modeling 
offers has been scratched so far (Blei 2014, 218), it already offers a useful 
tool that “can help us grapple with the subtle interpretive problems en-
demic to cultural history, where a change is often determined by multi-
ple causes” (Goldstone & Underwood 2014). Even though the 
quantification of research has some scholars worrying about interpretabil-
ity, one can remain optimistic about the future of automated content 
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analysis in general and topic modeling in particular. With more and 
more textual collections available digitally, large scale analysis of corpora 
will certainly become increasingly important in the future (Cohen & 
Rosenzweig 2006, 80). 

This paper reviewed some of the literature of topic modeling to sug-
gest that topic modeling offers new and unique ways to analyze the the-
matic structures of discourse, called discourse strands in Siegfried Jäger’s 
approach to CDA. With discourse strands being thematically coherent 
threads of discourse within overall discourse that change across time and 
are utilized differently by different actors in different discursive position, 
Structural Topic Modeling in particular may very well be capable of un-
covering synchronic and diachronic changes in topical discourse struc-
tures and can thus complement the approach of CDA in exciting ways. 

Nevertheless, algorithmic approaches cannot completely substitute 
close reading of texts. They can offer new insights and more possibilities 
for corpus exploration, but the researcher will always have to utilize 
prominent example texts and vast contextual knowledge to adequately 
grasp the structures of thematic discourse across different actors and time 
periods. 
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